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of AI and cybersecurity, analyzing the potential risks, defensive methodologies,
and governance frameworks essential for maintaining secure digital environments.
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As Vice President of Content Intelligence 

& AI Innovation at ISMG, I am pleased to 

present our comprehensive “Cybersecurity 

Implications of AI Pulse Report 2025.” This 

fourth installment in our Pulse Report 

series highlights a profound technological 

transformation occurring across the entire 

security ecosystem. AI is simultaneously 

emerging as our most formidable defensive 

asset and our most significant security 

challenge. This duality creates a complex 

operational environment in which security 

leaders must leverage AI’s capabilities while 

mitigating its inherent risks.

OUR ANALYSIS REVEALS SEVERAL 
CRITICAL DYNAMICS RESHAPING CYBERSECURITY OPERATIONS:

First, we’re witnessing an accelerating arms race between AI-powered defenses and 

AI-enhanced threats. Traditional security paradigms are increasingly ineffective against 

adversaries employing machine learning to automate reconnaissance, deploy evasive 

malware, and engineer sophisticated social engineering campaigns. This technological 

evolution has dramatically compressed the timeline between vulnerability discovery 

and exploitation while expanding potential attack surfaces.

Second, AI is transforming security operations centers, enabling predictive intelligence, 

automated threat response, and real-time anomaly detection that were previously 

unattainable. Organizations integrating AI into their security frameworks gain 

significant advantages in threat anticipation and mitigation capabilities.

INTRODUCTION
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Third, as AI adoption accelerates, governance, ethics, and risk management have 

emerged as critical priorities. Organizations must establish structured frameworks 

to address AI bias, adversarial threats, and supply chain vulnerabilities while ensuring 

alignment with evolving regulatory requirements.

At ISMG, we recognize that synthesizing insights from our extensive event 

programming presents both a tremendous opportunity and a significant challenge. 

The volume of expert knowledge generated through our global summits far exceeds 

what traditional content development processes can effectively capture and distill. 

This report represents our commitment to leveraging advanced AI applications and 

workflows to expand upon the incredible work of our editorial and events teams to 

surface valuable insights that might remain buried in session transcripts or isolated in 

individual presentations.

By combining cutting-edge AI analysis tools with expert editorial oversight, we’ve 

created a methodology that transforms the massive volume of content from our 

Cybersecurity Implications of AI Virtual Summit into actionable intelligence for security 

leaders. This approach allows us to identify patterns, reconcile divergent viewpoints, and 

highlight strategic priorities with unprecedented efficiency and comprehensiveness 

across multiple expert sessions.

As we navigate this AI-transformed landscape, organizations must develop 

multifaceted strategies that embrace AI’s defensive potential while establishing robust 

governance frameworks to mitigate risks. The insights contained in this report provide 

a foundational roadmap for security leaders seeking to maintain resilience in an 

increasingly complex threat environment.

Dan Verton

Vice President of Content Intelligence & AI Innovation 

Information Security Media Group (ISMG)
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EXECUTIVE SUMMARY
Cybersecurity Implications of AI 
Pulse Report
The Cybersecurity Implications of AI Pulse Report examines the intersection of AI 
and cybersecurity, analyzing the potential risks, defensive methodologies, and 
governance frameworks essential for maintaining secure digital environments.

AI-driven adversaries leverage machine learning to automate reconnaissance, execute 
adaptive phishing campaigns, and deploy polymorphic malware that evades traditional 
defenses. This technological evolution has significantly accelerated the sophistication of 
cyberattacks, with AI-powered social engineering, deepfake attacks, and zero-day exploit 
automation dramatically reducing the time between vulnerability discovery and exploitation.

Simultaneously, AI is strengthening cybersecurity operations as a critical force multiplier, 
enhancing predictive intelligence, automated threat response, and real-time anomaly 
detection. Large Language Models (LLMs) and AI-driven analytics are transforming Security 
Operations Center capabilities, enabling more efficient investigations and rapid mitigation of 
cyber threats.

AI governance, ethics, and risk mitigation have emerged as critical priorities, with regulatory 
bodies and industry leaders establishing frameworks to ensure the responsible use of AI. 
Organizations must address AI bias, adversarial AI threats, and the security of AI supply 
chains to prevent the manipulation and abuse of AI models.

The intersection of AI and identity security represents a new digital frontier characterized 
by AI-driven authentication methods, including behavioral biometrics and continuous 
authentication, which is shifting cybersecurity away from static credentials. However, 
deepfake technology and AI-powered identity fraud present new risks, necessitating 
cryptographic verification and zero-trust security models.

From a business perspective, integrating AI into cybersecurity investments is reshaping risk 
management strategies, with enterprises prioritizing AI-driven automation for cost efficiency 
and resilience. Shadow AI—unauthorized AI deployments within organizations—presents 
security challenges, requiring governance and oversight to mitigate risks.

Key Themes and Insights
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Proactive Threat Intelligence 
To stay ahead of AI-powered 

adversaries, organizations must 

leverage AI for continuous 

monitoring and predictive threat 

detection.

AI-Enabled Security Operations
Automating incident response and 

leveraging AI-driven threat modeling 

will be critical to closing the gap 

between attack execution and 

defensive action.

AI Governance and Risk 
Management
Establishing structured policies 

around AI model integrity, data 

privacy, and regulatory compliance is 

essential for sustainable AI adoption 

in cybersecurity.

Workforce and Skills Development
To ensure effective AI deployment, 

the AI skills gap must be addressed 

through specialized training and 

collaboration between cybersecurity 

and AI professionals.

STRATEGIC 
RECOMMENDATIONS
This report serves as a comprehensive 

resource for security leaders, 

policymakers, and industry stakeholders 

navigating the opportunities and risks 

of AI in cybersecurity. As AI continues 

to reshape the digital threat landscape, 

a forward-thinking approach to AI 

security will help ensure resilience 

against emerging cyber threats.

1

2

3

4
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METHODOLOGY

Introduction
The Cybersecurity Implications of AI Pulse Report is built on insights from 18 expert sessions, 
covering 10 hours of discussions between industry leaders, CISOs, researchers, and policymakers at 
ISMG’s Virtual Summit: Cybersecurity Implications of AI from February 11-12.

Our analysis methodology integrated multiple complementary approaches to ensure comprehensive 
coverage of the Virtual Summit. The research began with an AI-powered analysis of the Cybersecurity 
Implications of AI event agenda and sessions, supplemented by expert perspectives gathered and 
recorded during the event. We then conducted cross-session and cross-interview synthesis to detect 
patterns, reconcile conflicting viewpoints, and highlight strategic priorities. We then mapped these 
expert insights to the six predefined event themes while identifying areas of consensus, debate, and 
divergence.

These findings were validated against ISMG’s proprietary Apollo Cybersecurity Reference Desk, an 
AI agent trained on millions of pages of vetted knowledge from global industry frameworks, best 
practices, regulations, risk models, and real-world case studies.

This multi-layered approach, combining cutting-edge AI tools with expert-driven insights and human 
editing oversight, produces a holistic view of the cybersecurity landscape with actionable takeaways 
for security leaders navigating current AI challenges.

Conclusion
We live in an era unlike any time in recent history. With 
the fast-paced technological advancements shifting the 
industry so frequently, cybersecurity leaders must remain 
agile and forward-looking. Organizations can stay ahead 
of adversaries by leveraging AI-powered insights, expert 
collaboration, and proactive risk mitigation.

The Cybersecurity Implications of AI Pulse Report is the 
fourth such report in the Pulse Report series and is an 
essential addition to our ongoing effort to capture and 
disseminate expert-driven cybersecurity intelligence from 
the massive volume of content generated at ISMG events 
worldwide, ensuring decision-makers stay ahead in an 
increasingly complex threat environment.

https://ismg.events/summit/ai-virtual-summit-2025-americas/#overview-engsingle
file:
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CHAPTER 1
AI-Powered Cyber Threats and Defenses:  
The Evolving Battlefield

Introduction: AI as a Double-Edged Sword
The cybersecurity landscape is undergoing a profound transformation as AI reshapes both defensive 

and offensive capabilities. Security professionals and adversaries alike are leveraging AI, making it a 

high-stakes digital battleground.

Security teams employ AI to automate threat detection, accelerate response times, and enhance 

predictive analytics. At the same time, malicious actors weaponize AI to craft evasive malware, execute 

hyper-personalized phishing campaigns, and automate attacks at an unprecedented scale.

“When I think about AI-powered cyberattacks, I think of those sophisticated attacks 

that leverage both AI and machine learning technologies to enhance both the 

effectiveness, scale, and evasion.”

Todd Covert, CISO at National General (Allstate)
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The Rise of AI-Driven 
Cyber Attacks 

AI is fundamentally altering cyber threats by automating 
attack lifecycles, accelerating vulnerability exploitation, 
and enabling large-scale operations. Attackers use AI to 
conduct reconnaissance, analyze targets efficiently, generate 
convincing phishing scams with deepfake technology, and 
deploy AI-driven malware that adapts to security controls in 
real-time.

Giles Douglas, Director of Engineering at Grammarly, 
highlights the speed at which vulnerabilities are now 
exploited: “The time taken to go from a vulnerability to actual 
in-the-wild usage is shrinking. And we’re also seeing that 
companies that may not have been traditional targets are 
able to be scaled to by the attackers because they can bring 
to bear much more automation in the frameworks that they 
have to attack people that traditionally felt themselves as 
quite safe and not a target.”

The compression of the vulnerability-exploitation timeline 
places significant pressure on defenders to adopt AI-driven 
security measures that can anticipate and mitigate these 
threats before they escalate.

“The time taken to go from 

a vulnerability to actual in-

the-wild usage is shrinking. 

And we’re also seeing that 

companies that may not 

have been traditional targets 

are able to be scaled to 

by the attackers because 

they can bring to bear 

much more automation in 

the frameworks that they 

have to attack people that 

traditionally felt themselves 

as quite safe and not a 

target.”

Giles Douglas, Director of 
Engineering at Grammarly

1
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AI-Powered Social 
Engineering and 
Phishing Attacks
Phishing has always been a core cybercrime technique, 
but It has supercharged its effectiveness. Attackers 
now leverage AI-powered analytics to scrape data, 
refine targeting, and craft near-flawless phishing 
messages.

“Attackers are innovating. We used to detect 
phishing scams because they were bad grammar or 
misspellings,” says Tim Morris, Chief Security Advisor 
at Tanium. “Now you can write a phishing scam in 
hundreds of languages…or just concentrate on 15 or 20 
that you really want to go after.”

He elaborates on how AI enhances phishing: “Imagine 
if that phishing had already done its homework. 
It already created a shadow profile of you. It knew 
everything about your work and online digital 
presence… and then crafting that phishing, which 
would be very spear phish. I mean very precise.”

“Attackers are innovating. 

We used to detect phishing 

scams because they 

were bad grammar or 

misspellings. Now you can 

write a phishing scam in 

hundreds of languages…or 

just concentrate on 15 or 20 

that you really want to go 

after”

Tim Morris, Chief Security 
Advisor at Tanium

2
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AI-Driven Malware and 
Zero-Day Attacks 

The malware landscape has evolved as well, with AI-
enhanced variants adapting in real time to evade security 
controls. Threat actors now use machine learning to generate 
polymorphic malware that constantly reshapes itself, 
rendering traditional signature-based detection ineffective. 
AI is also being used to automate the discovery of previously 
unknown vulnerabilities, accelerating the deployment of zero-
day attacks.

“AI is now being used to automate the discovery of previously 
unknown vulnerabilities, significantly increasing the speed at 
which zero-day attacks can be deployed,” Morris says. “Zero-
day exploitation is no longer a niche capability. It’s become 
commoditized. The ability to go find those and have code 
inspect code—the zero-day vulnerabilities are coming out 
more and more rapidly and getting exploited even faster.”

The rapid cycle of discovery and exploitation has narrowed the 
window between vulnerability disclosure and weaponization, 
making proactive threat intelligence an urgent necessity. This 
challenge is compounded by the fact that nearly half of all 
breaches are discovered by third parties rather than internal 
teams. “Fifty percent of breaches are first discovered by third 
parties—somebody outside your organization where you’re 
spending all your money,” Morris says.

The Challenges of 

“Zero-day exploitation is no 

longer a niche capability. It’s 

become commoditized. The 

ability to go find those and 

have code inspect code—the 

zero-day vulnerabilities are 

coming out more and more 

rapidly and getting exploited 

even faster.”

Tim Morris, Chief Security 
Advisor at Tanium

3
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The Challenges of 
Defending Against AI-
Powered Threats
Security teams find themselves engaged in an asymmetric 
battle against AI-powered adversaries. Despite the growing 
arsenal of security technologies, many organizations still 
depend too heavily on external detection mechanisms.

Tim Morris finds this reliance troubling, noting that 
“only about 42 to 47% [of breaches] are discovered by 
your internal tools or teams, or tooling. That means the 
investment we have made in security, we’re only catching 
about 42 to 47% of the attacks.”

The problem is not just detection—it’s speed. AI-driven 
cyberattacks operate at machine speed, leaving human 
defenders scrambling to keep up. “Just having the AI-driven 
attacks operating at machine speed really makes traditional 
human-based response inadequate,” says Covert.

AI-Powered Cyber Threats vs. AI Defenses

AI-Powered Threats AI-Powered Defenses

AI-enhanced phishing
Deepfake social engineering

Polymorphic malware
Adapts to security controls

Automated reconnaissance
Vulnerability analysis

AI-assisted password cracking
Neural network-based attacks

AI-driven behavioral biometrics
Identifies anomalous user behavior

ML-based anomaly detection
Identifies unknown threats

AI-powered predictive intelligence
Forecasts attack patterns

AI-driven continuous authentication
Ensures legitimate user access

The AI Cybersecurity Arms Race

As threats evolve, so do the defensive capabilities

“Only about 42 to 47% [of 

breaches] are discovered by 

your internal tools or teams, 

or tooling. That means the 

investment we have made in 

security, we’re only catching 

about 42 to 47% of the 

attacks.”

Tim Morris, Chief Security 
Advisor at Tanium

4
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AI’s ability to mimic legitimate behavior presents another 
major challenge. Attackers can analyze communication 
patterns and replicate employee writing styles, 
making phishing emails and deepfake-based fraud 
almost indistinguishable from authentic interactions. 
“Differentiating between malicious and legitimate 
behavior becomes really hard. You can do it in such a way 
that it kind of hides in the normal noise of being used in 
the product,” Douglas points out. Beyond technological 
hurdles, organizations are struggling to address the AI 
skills gap. Many security teams lack the expertise to deploy 
AI-powered defenses effectively. Covert warns that “what 
was cutting-edge last year has already been refined and 
enhanced,” making it even harder for defenders to keep 
pace.

Defending with 
AI: Strengthening 
Defending with 

“Differentiating between 

malicious and legitimate 

behavior becomes really 

hard. You can do it in such 

a way that it kind of hides 

in the normal noise of being 

used in the product.”

Giles Douglas, Director of 
Engineering at Grammarly
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AI: Strengthening 
Cybersecurity 
Operations
Security Operations Centers (SOCs) are increasingly 
turning to such to automate detection, accelerate incident 
response, and predict emerging threats before they 
materialize.

Eric Harris, CISO for Charlie Norwood VA Medical Center, 
has seen firsthand the impact of AI-enhanced security. 
“AI helps us in three major areas, which I’m experiencing: 
predictive analysis, enhanced threat intelligence, and the 
ability to automate routine processes, which makes the 
staff—your cybersecurity professionals—more efficient,”  
he says.

While AI-powered security tools can continuously scan 
dark web forums, analyze attack patterns, and detect 
phishing campaigns before they reach their targets, 
human expertise remains irreplaceable. AI will not 
eliminate the need for security analysts—it will empower 
them, says Eric Harris, who envisions a future where AI 
operates as a collaborative partner. “AI’s role will likely 
expand to a more collaborative decision-making scenario, 
working hand-in-hand with human analysts,” he says..

“AI helps us in three 

major areas, which I’m 

experiencing: predictive 

analysis, enhanced threat 

intelligence, and the ability to 

automate routine processes, 

which makes the staff—your 

cybersecurity professionals—

more efficient.”

Eric Harris, CISO for Charlie 
Norwood VA Medical Center

Conclusion
AI is both a weapon and a shield in the cybersecurity arms race. Organizations must adapt by 

integrating AI into their security frameworks, leveraging predictive intelligence, and automating 

response mechanisms to match the speed of AI-powered attacks. Without AI-driven defenses, 

businesses will be left vulnerable to an evolving landscape where threats operate at machine 

speed. Those who fail to embrace AI as a cybersecurity ally risk falling behind in a digital 

battleground where adaptation is no longer optional—it’s a necessity.

5
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CHAPTER 2
AI Governance, Ethics, and Risk Mitigation

Introduction: Navigating the AI 
Governance Landscape
As AI becomes integral to industries and critical infrastructure, the urgency of governance, ethics, and 
risk mitigation grows. The rapid evolution of AI—especially LLMs and generative AI—offers boundless 
opportunities but also introduces substantial risks. Emerging regulatory frameworks, like the EU 
AI Act and the NIST AI Risk Management Framework (AI RMF), provide oversight, while enterprises 
establish governance boards to enforce responsible AI practices.

AI governance is essential due to the complexity and opacity of AI-driven decision-making. Charmaine 
Valmonte, CISO at Aboitiz Equity, underscores the importance of understanding AI learning 
mechanisms and data sources:

“One of the key things that we like to think about... is understanding how the AI platform, or this 
technology, is learning and what type of data is used to create this model,” Valmonte says.

AI systems risk reinforcing discrimination, exposing sensitive data, and generating unreliable 
outcomes without proper governance. Core AI governance strategies include:

l	Structured AI policies – Organizations must define guidelines on AI deployment, risk assessments, 
and approval processes.

l Explainability and transparency – AI models should offer traceable decision-making pathways to 
foster accountability.

l	Regulatory alignment – Compliance with frameworks like the NIST AI RMF ensures adherence to 
risk management principles.
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The NIST AI RMF 
Framework 

The rapid proliferation of AI across 
organizational environments necessitates 
comprehensive risk management frameworks 
to ensure secure, responsible implementation. 
As organizations navigate this complex 
landscape, established governance structures 
become increasingly critical for effective risk 
mitigation.

“We need to have and consider establishing 
some type of governance board... with clear 
responsibilities across cyber, legal, and 
business teams,” says Mario Demarillas, 
CISO at Exceture. Demarillas’s observation 
underscores the cross-functional nature 
of effective AI governance, which must 
integrate multiple organizational perspectives 
to address the multidimensional risks AI 
presents.

The National Institute of Standards and 
Technology AI Risk Management Framework 
(NIST AI RMF) provides a structured approach 
to addressing these challenges through four 
interconnected functional domains:

l Govern – Establish oversight mechanisms 
and policies.

l Map – Identify AI risks and potential impacts.

l Measure – Develop metrics to assess AI 
performance and risks.

l Manage – Implement controls and 
continuous monitoring.

This systematic approach enables 
organizations to develop comprehensive AI 
risk management capabilities while ensuring 
appropriate stakeholder engagement 
throughout the governance process. By 
implementing these functional elements, 
security leaders can establish transparent 
accountability structures that address both 
technical and organizational dimensions of AI 
risk management.

“We need to have and consider establishing some type of governance board... 

with clear responsibilities across cyber, legal, and business teams.”

Mario Demarillas, CISO at Exceture

AI Risk
Management

GOVERN Policies, Processes
& Leadership

Context & Risk
Identification

Analysis &
Assessment

Prioritization &
Response

MAP

MEASURE

MANAGE

1
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Ethical AI: Addressing 
Bias, Transparency, and 
Accountability
The pervasive challenge of bias within AI cybersecurity 
implementations presents a significant concern for 
organizational security postures. This issue predominantly 
stems from imbalanced or inadequately representative 
training datasets perpetuating systematic distortion in 
algorithmic decision-making processes. The implications 
extend beyond mere technical inefficiencies, potentially 
compromising the fundamental integrity of security 
operations.

“One of the most important factors is data  
management — to ensure that we have data that has good 
quality, is well-annotated, and that we can track the sources,” 
says Pedro Tavares, Lead Data Scientist at Glencore. Tavares’s 
assertion emphasizes the critical relationship between input 
data integrity and subsequent algorithmic performance, 
establishing data governance as a prerequisite for effective 
bias mitigation strategies.

To effectively address AI bias manifestations within 
cybersecurity contexts, organizations must implement 
comprehensive mitigation frameworks encompassing these 
essential components:

l	Use diverse, representative training datasets to prevent 
societal bias reinforcement.

l	Implement performance evaluation metrics that prioritize 
fairness in model outcomes.

l	Strengthen accountability through independent AI audits 
and external oversight mechanisms.

“One of the most important 

factors is data management 

— to ensure that we have 

data that has good quality, is 

well-annotated, and that we 

can track the sources.”

Pedro Tavares, Lead Data 
Scientist at Glencore

2
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By diversifying training data sources, organizations can 
minimize the risk of encoding existing societal biases into 
security algorithms.

The systematic implementation of these mitigation 
strategies represents an essential dimension of responsible 
AI deployment within contemporary cybersecurity 
frameworks. Organizations that prioritize algorithmic 
fairness enhance the technical efficacy of their security 
operations and demonstrate commitment to ethical AI 
implementation principles. 

Types of AI Bias (NIST AI RMF)

The NIST AI RMF categorizes AI bias into three types:

l Systemic bias – Embedded in organizational norms and 
processes.

l	Computational/statistical bias – Arising from non-
representative datasets or flawed algorithms.

l	Human-cognitive bias – Introduced by user 
interpretation and decision-making.

Cybersecurity Pulse Report | 18
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Global AI Governance 
Variations
The AI governance landscape exhibits significant 
jurisdictional variations that create complex compliance 
challenges for multinational organizations implementing 
AI-driven security frameworks. These regulatory 
differences reflect regional priorities and governance 
philosophies regarding AI deployment.

Jayant Narayan, AI policy advisor at the United Nations, 
says the European Union is progressing in establishing 
regulatory standards. “Different regions and different 
countries have a slightly different interpretation,” he says. 
“The European Union’s AI Act is setting the gold standard.”

As AI governance structures evolve across jurisdictional 
boundaries, organizations operating in multiple 
regions must strategically align with the most stringent 
global standards to ensure compliance and ethical 
implementation. This strategy offers advantages beyond 
regulatory adherence, enabling consistent operational 
protocols, minimized compliance fragmentation, and 
coherent risk management approaches applicable across 
global operations.

“Different regions and 

different countries 

have a slightly different 

interpretation. The European 

Union’s AI Act is setting the 

gold standard.”

Jayant Narayan, AI policy 
advisor at the United Nations

3
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Securing the AI Supply 
Chain
The widespread adoption of AI across enterprise and 
governmental systems introduces significant security 
considerations regarding AI supply chain integrity.

“Taking a look at what the component parts of an AI system 
are is critical to assessing risk,” says Noah Ringler, AI Policy 
Lead at the U.S. Department of Homeland Security. “In talking 
to your different vendors and talking to the different folks in 
that system, each one’s going to have different pieces of the 
puzzle, and they’re going to have access to different parts of 
the system. And bringing that picture together…is a challenge 
that industry is facing moving forward.”

Ringler’s observation underscores the necessity of 
comprehensive component analysis as the foundation for 
effective AI security governance.

Key AI Supply Chain Risks

l	Unverified AI components – Reliance on third-party models 
and datasets increases vulnerability exposure.

l	Bias in supply chain decisions – AI-driven procurement 
must be regularly audited to prevent discriminatory 
patterns.

l	Lack of transparency in AI decision-making – Organizations 
must enforce explainability measures.

“Taking a look at what the 

component parts of an 

AI system are is critical to 

assessing risk. In talking to 

your different vendors and 

talking to the different folks 

in that system, each one’s 

going to have different pieces 

of the puzzle, and they’re 

going to have access to 

different parts of the system. 

And bringing that picture 

together…is a challenge that 

industry is facing moving 

forward.”

Noah Ringler, AI Policy Lead 
at the U.S. Department of 
Homeland Security

4
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Risk Mitigation Strategies

l	Third-party vendor risk management – Vendors must 
disclose AI data sources and risk mitigation strategies.

l	Incident response planning – Organizations should ensure 
AI failures are documented and resolved swiftly.

l	Zero-trust frameworks for AI security – AI system access 
should be restricted and monitored in real-time.

The proliferation of AI solutions creates substantial evaluation 
challenges for organizations seeking to implement secure, 
effective systems.

“Virtually on a weekly basis, we have novel tools that are there 
that we can buy. The sheer number of available tools creates 
challenges in evaluating and selecting the right AI solutions,” 
says Patrick Bangert, VP of AI at Oxy.

Organizations must develop comprehensive validation 
methodologies that examine supply chain integrity, 
component security, and operational resilience to mitigate 
the potential exploitation of vulnerable AI systems.

“Virtually on a weekly basis, 

we have novel tools that are 

there that we can buy. The 

sheer number of available 

tools creates challenges in 

evaluating and selecting the 

right AI solutions.”

Patrick Bangert, VP of AI  
at Oxy
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As AI technologies mature, governance frameworks 
must develop corresponding sophistication to address 
emerging risks and comply with evolving regulatory 
requirements. Forward-thinking organizations are 
strategically investing in three complementary domains to 
establish comprehensive oversight mechanisms:

l Cross-industry collaboration to establish best practices 
for AI security and governance.

l Training AI models on security and privacy principles to 
embed ethical considerations at the foundation level.

l Continuous evaluation of AI governance policies to 
maintain adaptability as technology advances.

This structured approach identifies common vulnerability 
patterns and facilitates the development of shared 
mitigation strategies, enhancing collective security 
postures across industry sectors. By embedding ethical 
considerations directly into model development rather 
than applying retrospective controls, organizations 
develop systems with intrinsic ethical awareness that 
complements external governance frameworks.

“AI ensures that we have the ability to ensure that it’s 
ethical and aligned with your organization’s objectives 
and your business,” says Charmaine Valmonte. “There 
is always going to be a balance between innovation, 
compliance, and risk, and just like anything, AI platforms, 
AI environments, have to go through that whole process.”

This observation crystallizes the core dilemma facing 
modern AI governance: how to implement robust 
regulatory frameworks without stifling innovation. 
Organizations that master this delicate balance can 
harness AI’s transformative power while maintaining 
effective risk management and regulatory compliance.

“AI ensures that we have 

the ability to ensure that it’s 

ethical and aligned with your 

organization’s objectives 

and your business,” says 

Charmaine Valmonte. 

“There is always going 

to be a balance between 

innovation, compliance, and 

risk, and just like anything, AI 

platforms, AI environments, 

have to go through that 

whole process.”

Charmaine Valmonte, CISO 
at Aboitiz Equity

5 Adapting and Proactively  
Addressing AI Governance 
Frameworks
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Conclusion
Organizations must stay current and integrate AI into their security strategies while ensuring 
responsible governance.

To navigate this landscape effectively, key considerations include:

l	AI Governance Frameworks: Structured frameworks like the NIST AI RMF are essential for 
managing AI-related security risks and ensuring accountability.

l	Bias Mitigation: Addressing AI bias requires diverse training data and ongoing performance 
evaluations to maintain fairness and reliability.

l	AI Supply Chain Security: Organizations must enforce strict vendor management policies to 
prevent vulnerabilities and manipulation within the AI supply chain.

l	Regulatory Adaptation: AI regulations vary across jurisdictions, requiring businesses to stay agile 
and align with evolving global compliance standards.

l Balancing Innovation and Security: Effective AI governance must foster innovation while 
mitigating security risks, ensuring compliance, and maintaining trust.

As AI adoption accelerates, a strategic approach to security and governance will be critical in 
maintaining resilience against emerging cyber threats

AI-Enabled
Cybersecurity Enhancing

Defensive
Capabilities

Strengthening
Identity Security

Preparing for
Quantum 
Disruption

Building
Organizational 

Readiness

Implementing
Robust 

Governance
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CHAPTER 3
AI & Identity Security - The New Digital Frontier

Introduction: The Rise of AI-Driven 
Authentication
Integrating AI into digital identity management has initiated a fundamental shift in authentication 
paradigms. This change manifests across multiple domains, including behavioral biometrics 
implementation, continuous authentication protocols, and zero-trust architectural frameworks. AI-
enhanced authentication methodologies actively displace conventional static credential systems with 
sophisticated, context-aware verification mechanisms that adapt to evolving threat landscapes.

“I think we can all agree that we’ve been increasingly living our lives in a more online or digital-first 
way,” says Dennis Gamiello, Executive Vice President and Global Head of Identity at Mastercard. “But 
what that does in that digital-first environment is that it opens up opportunities for people and 
businesses to connect, but also opens the door for fraudsters to capitalize on those opportunities.”

The limitations of conventional security protocols have become increasingly apparent as attack 
methodologies evolve in sophistication. “A lot of the first-generation solutions for identity and 
authentication... aren’t necessarily standing up to some of the attacks that we’re seeing now,” says 
Jeremy Grant, Managing Director of Technology Business Strategy at Venable LLP. “We’re now seeing 
increasingly deep fakes being used to come up with really convincing pictures of somebody’s driver’s 
license for an identity that doesn’t exist at all.”

AI addresses these challenges through multidimensional analysis of behavioral patterns, device 
characteristics, and contextual indicators. This approach enables more accurate identity verification 
while reducing friction for legitimate users. The resulting security model is a significant advancement 
in balancing robust protection with enhanced user experience.
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AI-Powered Fraud 
Techniques: The Rise 
of Deepfakes and 
Synthetic Identities
While AI significantly enhances identity security 
frameworks, it simultaneously provides sophisticated 
capabilities to malicious actors. The proliferation 
of deepfake technologies and AI-enhanced fraud 
methodologies represents an escalating security challenge 
for individuals and organizations.

Mel Migriño, Southeast Asia Regional Director and 
Philippines Country Head at Gogolook, identifies specific 
technical vectors in this emerging threat landscape where 
technologies enable multiple exploitation pathways, 
including identity theft operations, financial fraud 
schemes, and targeted disinformation campaigns with 
potential electoral implications.
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“identity theft continues to 

grow... quantified by Javelin 

at $43 billion in 2023 alone.”

Dennis Gamiello, Executive 
Vice President and 
Global Head of Identity at 
Mastercard
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“Scams are now part of the broader cybercrime landscape, 
and deepfakes are an evolution of digital deception,” 
Migriño says. “AI allows adversaries to manipulate images, 
audio, and video in ways that make fabricated content 
nearly indistinguishable from reality. These technologies 
are not just being used to mimic individuals but also to 
impersonate brands, making it increasingly difficult to 
distinguish between real and fake content,” she says.

The accelerating evolution of deepfake capabilities 
presents particularly concerning security implications. 
Jeremy Grant says the security industry faces a potential 
deepfake-driven identity fraud crisis within 18 to 24 
months, noting the “wide availability of very cheap…very 
convincing tools that can, without much effort, spoof 
somebody’s video or photo or voice.” Grant’s projection 
highlights the urgency of developing corresponding 
defensive capabilities.

Financial institutions are particularly vulnerable to these 
emerging attack methodologies, as adversaries deploy AI 
to identify and exploit weaknesses in identity verification 
systems.

Dennis Gamiello provides quantitative context for this 
threat vector, observing that “identity theft continues 
to grow... quantified by Javelin at $43 billion in 2023 
alone.” Within this broader trend, synthetic identity fraud 
represents one of the most rapidly expanding fraud 
methodologies in contemporary financial ecosystems.

This multidimensional threat landscape necessitates 
corresponding advancements in defensive technologies 
and verification methodologies to maintain identity 
security in increasingly AI-influenced digital environments.
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Defending Against AI-
Driven Identity Threats
The evolving nature of AI-powered fraud necessitates a 
multi-layered defense strategy. Organizations are investing in 
advanced detection mechanisms and regulatory measures 
to stay ahead of cybercriminals. The essential red flags for 
deepfake detection include:

l Contextual inconsistencies include errors in the main 
theme or context of a conversation, as well as any notable 
lack of coherence.

l Text and label mismatches, like jumbled or misspelled 
words.

l Signs of pixelation, unnatural blending of colors, and blurry 
regions in digital artifacts.

AI-driven fraud detection must address underlying challenges 
such as data dependency and algorithmic bias. “AI models 
require vast amounts of data and limitations in dataset 
diversity can lead to inaccurate risk assessments,” Migriño 
says. Furthermore, “if training data contains biases, AI models 
will perpetuate and even amplify those biases, leading to 
flawed fraud detection.”

Stronger cryptographic protections are necessary to mitigate 
these risks. Although AI can spoof any voice, photo, or video, 
it is not capable of spoofing the possession of a private 
key. Public key cryptography and mobile-based identity 
verification methods like digital driver’s licenses are emerging 
as critical tools in this fight.

“AI models require vast 

amounts of data and 

limitations in dataset 

diversity can lead to 

inaccurate risk 

assessments.”

Mel Migriño, Southeast 
Asia Regional Director and 
Philippines Country Head at 
Gogolooks
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Zero Trust and 
Continuous 
Authentication
The AI governance landscape exhibits significant AI is 
changing identity security by integrating with Zero Trust 
Architecture (ZTA). This model implements continuous 
verification processes for identities, access requests, and 
user behaviors rather than relying on vulnerable static 
credential systems.

AI enhances authentication through multiple 
complementary mechanisms: ML algorithms analyze 
biometric characteristics with exceptional precision, 
behavioral models continuously monitor interaction 
patterns to identify anomalies, and adaptive multi-factor 
authentication adjusts security requirements based on 
contextual risk assessments.
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Wan Roshaimi Bin Wan Abdullah, CTO at CyberSecurity 
Malaysia, observes the critical role of AI in authentication 
and identity security. “We use MFA, the multi-factor 
authentication, but there will probably be an AI 
[component] that will enhance the use of MFA by 
continuously verifying users based on not only from your 
normal user and password but maybe from your facial 
recognition, from your keystroke dynamics and your 
behavior, because of the data that we have from all these 
systems,” he says.

This highlights how AI-enhanced verification creates 
dynamic authentication frameworks that significantly 
reduce the exploitation potential of compromised 
credentials. While traditional password systems offer 
minimal protection once exposed, AI-driven identity 
security integrates “biometric AI authentication” to add 
additional layers of verification.

Abdullah also emphasizes that AI-driven authentication is 
part of a broader security strategy that includes proactive 
monitoring and behavioral analytics.

“AI-driven threat detection and response will look at, for 
example, we talk about SIEM behavioral analytics, the user 
behavioral analytics,” he says. “This will be AI-powered 
as well, to continuously monitor any deviations in the 
network, any changes in endpoints and whatnot.”

This approach ensures that even if an attacker gains access 
to legitimate credentials, AI-driven behavioral monitoring 
can detect and respond to anomalies in real-time.

This AI-enhanced Zero Trust Architecture implementation 
addresses the fundamental limitations of perimeter-based 
security models, establishing continuous verification as a 
core security principle capable of countering sophisticated 
modern attack methodologies.
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The Role of Public-
Private Collaboration
Addressing AI-driven identity threats requires coordinated 
action across governmental entities, financial institutions, 
and technology providers to establish comprehensive 
security standards capable of countering sophisticated attack 
methodologies.

“The government needs to recognize that this is actually a 
national security priority and start to treat it as such,” says 
Jeremy Grant. “There’s a lot of other things that we look 
at in cybersecurity that are getting attention. Identity has 
long been the red-headed stepchild of cybersecurity.” This 
assessment highlights a persistent policy gap where identity 
security receives insufficient attention despite its fundamental 
importance.

Dennis Gamiello highlights the critical role of consumer 
awareness in countering AI-driven fraud, emphasizing the 
need for proactive education and behavioral adaptations.

“The government needs to 

recognize that this is actually 

a national security priority 

and start to treat it as such,” 

says Jeremy Grant. “There’s 

a lot of other things that 

we look at in cybersecurity 

that are getting attention. 

Identity has long been the 

red-headed stepchild of 

cybersecurity.”

Jeremy Grant, Managing 
Director of Technology 
Business Strategy at Venable 
LLP
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“I think something that’s going to be increasingly important 
over the next year is just getting consumers to be aware that 
they may be a target and to think twice about things,” he says. 
“One of the things I think families are going to need to do is 
start to have some sort of a safe word… because you’re seeing 
more and more scams where people are falling for these 
things that somebody says, ‘Hey, I’m over here, and I need 
help, and can you wire me money?’

His comments reflect a growing consensus that technology 
alone is insufficient and needs to be complemented by 
informed user behavior to combat increasingly sophisticated 
scams.

Effective responses will require integrated security 
frameworks addressing both technological and behavioral 
aspects of identity protection to develop verification systems 
capable of countering evolving threat methodologies.

Conclusion
As AI-driven authentication reshapes digital identity security, organizations must balance 

innovation with evolving threats. Deepfakes, synthetic identities, and AI-enhanced fraud demand 

continuous advancements in detection, cryptographic verification, and Zero Trust frameworks.

The convergence of AI and identity security is accelerating the transition from static credentials to 

adaptive, behavior-based verification, redefining authentication at every level. Moving forward, the 

integration of AI-powered threat intelligence, regulatory collaboration, and consumer education 

will be critical in fortifying digital identity ecosystems against increasingly sophisticated attacks.

“I think something that’s 

going to be increasingly 

important over the next year 

is just getting consumers to 

be aware that they may be 

a target and to think twice 

about things. One of the 
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Dennis Gamiello, Executive 
Vice President and 
Global Head of Identity at 
Mastercard
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CHAPTER 4
AI Business Strategy-ROI, Adoption, and 
Organizational Readiness

Introduction: AI as a Business Imperative
AI has shifted from an emerging technology to an operational imperative across industries. However, 
as adoption accelerates, organizations struggle to bridge AI literacy gaps, justify return on investment 
(ROI), and establish the infrastructure necessary to scale AI initiatives effectively.

Deploying AI in cybersecurity requires more than just implementing models—it demands governance 
frameworks, cultural transformation, infrastructure preparedness, and alignment with strategic 
objectives. One of the key challenges is securing executive buy-in, as leaders are often hesitant to 
invest in AI without clear evidence of its return on investment.

“A lot of executives are concerned about ROI, right? They want to know, how is this going to impact 
the bottom line, and is this something I should invest my dollars in? And that’s challenging, because 
we don’t really have a long list of successful implementations that we can point to,” says Denise Turley, 
an executive leader in AI.

This hesitation is compounded by the lack of mature case studies demonstrating AI’s success at scale. 
Turley points out that even major technology companies face challenges in effective deployment.
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“We don’t have a long runway that we can point to. I think it was just a week or two ago when 
Apple deployed AI in their phones. And then there was a snafu. There was fake news,” says Turley. 
“So I’ve had some conversations where some leaders are saying, well, if a large organization like 
that, with the amount of technical resources that they have at their disposal, can experience those 
types of public issues, that makes them be a little bit more cautious, to tread a little bit more slowly 
and deliberately.”

Her insights underscore the need for organizations to take a measured approach—prioritizing 
strategic alignment, risk mitigation, and realistic expectations—to successfully integrate AI into 
cybersecurity and broader business operations.

Beyond ROI concerns, executives are wary of risks related to data privacy, regulation, and 
AI governance. While AI’s potential is enticing, the rapid pace of development has created 
uncertainty.

“A lot of executives are concerned about ROI, right? They want to know, how is this 

going to impact the bottom line, and is this something I should invest my dollars 

in? And that’s challenging, because we don’t really have a long list of successful 

implementations that we can point to”

Denise Turley, an executive leader in AI
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Communicating AI’s 
Value to Leadership
One of the foremost challenges in AI adoption is 
articulating its business value in a way that resonates 
with executives and board members. AI initiatives often 
require substantial investment, yet many decision-makers 
struggle to grasp their long-term impact.

“From a budget perspective, you’re looking at inadequate 
investments,” says Kush Sharma, Director at Municipal 
Information Systems Association. “So you might have one 
department having the AI, and then the rest of them not 
having it, and then your implementation timeline from 
one year might become three because you have to spread 
out the budget.”

Executives often hesitate to allocate resources to AI 
without clear, data-driven ROI metrics. Turley says 
cybersecurity leaders should establish comprehensive 
measurement frameworks that transform technical 
capabilities into specific business outcomes that resonate 
with executive stakeholders.

He emphasizes the importance of implementing KPIs 
that provide conclusive evidence of AI’s organizational 
value over defined periods, typically six months to a year. 
This approach enables security professionals to present 
data-driven demonstrations of AI’s specific contributions 
that explicitly connect AI deployments with measurable 
improvements in revenue generation, operational 
efficiency, and cost reduction.
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Building the 
Infrastructure for AI 
Success
The effectiveness of AI solutions also depends on the 
robustness of supporting infrastructure. Organizations must 
systematically evaluate whether their existing IT environments 
possess sufficient computational capacity, data management 
capabilities, and integration frameworks to support 
sophisticated AI implementations.

John Chan, Director of Technology — AI/ML at Raymond 
James, positions AI within a broader chronological progression 
of enterprise technology adoption. He traces the evolution 
from traditional data center architectures through cloud 
computing platforms and mobile technology integration, 
followed by the Big Data revolution that established the 
foundations for today’s AI and generative AI implementations.

Chan’s perspective emphasizes that AI represents the latest 
phase in a continuous progression of enterprise computing 
capabilities. This context highlights the cumulative nature of 
technological advancement, where each successive phase 
builds upon and extends the phase before it. Successful AI 
implementation necessitates corresponding infrastructure 
adaptations that align with historical progressions.

“If you have a lot of 

fragmented data systems, 

then you have data silos,” he 

says. “So you can’t get the 

right data into the models.”

Aaron Hand, Chief AI Officer 
at Arcelor Mitta
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Another point to consider: implementing advanced AI 
capabilities frequently encounters significant obstacles 
within established IT environments. Legacy systems and 
fragmented data present challenging barriers to effective AI 
deployment.

Aaron Hand, Chief AI Officer at Arcelor Mittal, says data 
fragmentation directly impedes model development, 
creating a technical prerequisite that must be addressed 
before meaningful AI implementation. “If you have a lot of 
fragmented data systems, then you have data silos,” he says. 
“So you can’t get the right data into the models.”

To mitigate these infrastructure challenges for successful AI 
deployment across environments, organizations should:

l Invest in cloud-native AI capabilities to support scalability.

l Implement data governance policies, including 
minimization, encryption, and access control.

l Leverage synthetic data to reduce privacy risks while 
maintaining model efficacy.
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AI’s Impact on 
Workforce and 
Organizational 
Readiness
The integration of AI into cybersecurity operations is 
changing workforce dynamics across organizations. 
This technological shift reconfigures traditional security 
roles while necessitating a broader organizational 
understanding of AI capabilities and limitations.

The implementation of AI-driven security solutions 
frequently encounters resistance within organizational 
contexts. Sergio Trindade, CISO at Águas do Tejo 
Atlântico, identifies this as a natural human response to 
technological uncertainty.

According to Trindade, organizational resistance to AI 
adoption stems from human psychology. He explains 
that people naturally experience apprehension toward 
technologies they don’t fully comprehend, which 
combines with a general reluctance to modify established 
practices. This resistance primarily manifests from two 

3
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key factors: limited understanding of AI capabilities and 
concerns about potential workforce displacement through 
automation.

Integrating AI into organizational security frameworks 
requires addressing both the technological infrastructure 
requirements and the cultural adaptation necessary for 
effective adoption. Organizations must develop change 
management strategies incorporating educational 
initiatives to enhance AI literacy and clear communication 
regarding how these technologies will augment rather 
than replace human expertise.

To facilitate AI adoption, organizations should:

l Invest in AI training programs for both technical and 
non-technical employees.

l Promote human-in-the-loop AI models to maintain 
ethical decision-making.

l Foster an AI-positive culture where automation 
complements rather than replaces human expertise.
data-driven demonstrations of AI’s specific 
contributions that explicitly connect AI deployments 
with measurable improvements in revenue generation, 
operational efficiency, and cost reduction.
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Risk Management 
and Regulatory 
Considerations
While industry regulations governing data have always 
existed, the accelerate development of AI advancement has 
intensified the focus on new governance measures. “There’s 
so much hype around AI. It’s one of the few technologies 
that we have now where it’s actually moving faster than the 
regulations people are building,” says Aaron Hand, Chief AI 
Officer at ArcelorMittal.

Hand views emerging AI governance requirements as an 
extension of established regulatory traditions rather than 
an entirely novel compliance domain. He highlights the 
European Union AI

Act as a particularly ambitious regulatory effort, noting its 
structured, risk-based approach to AI oversight:

“What makes the EU act quite, let’s say, particular …it’s built 
in a structured risk-based system, so everything’s analyzed 
from no risk to maximum risk,” he says. “So it will categorize 
the AI application, which you can then associate that maybe 
with how you categorize your data so you can get that nice 
alignment.”

Hand also emphasizes that a defining characteristic of the EU 
AI Act is its strong enforcement mechanism.

“The clear distinction for me between all the different acts is 
the enforcement,” he says. “You know, companies who are not 
compliant, I think from next year or end of this year, can be 
fined up to 7% of their annual revenue.”

This underscores how AI regulation is moving beyond 
voluntary compliance frameworks to structured, enforceable 
mandates. Organizations must systematically incorporate 
these standards into their governance structures, adopting 
internal review processes to ensure compliance.

“There’s so much hype 

around AI. It’s one of the 

few technologies that we 

have now where it’s actually 

moving faster than the 

regulations people are 

building.”

Aaron Hand, Chief AI Officer 
at ArcelorMittal
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Hand explains that his organization has established a 
structured framework within the CAIO office to ensure AI 
development aligns with regulatory requirements. When a 
new AI application is proposed, it must pass through a series 
of defined stage gates, he says. This process ensures that all 
responsible AI policies have been updated to reflect the EU 
AI Act’s risk-based approach, integrating compliance checks 
from the outset of development.

Security considerations, however, remain paramount within 
effective AI governance frameworks. AI models require 
rigorous, continuous monitoring protocols to mitigate 
multiple risk vectors, including adversarial attacks, data 
compromise incidents, and algorithmic bias manifestations.

John Chan articulates two fundamental governance 
challenges that organizations must address when 
implementing AI solutions. First, he emphasizes the critical 
question of data ownership and control, particularly within 
vendor relationships. This concern focuses on establishing 
clear parameters regarding how third-party vendors may 
access, utilize, or store organizational data when providing 
AI services. The governance question extends beyond mere 
contractual specifications to fundamental data sovereignty 
and proprietary information protection considerations.

“What makes the EU act 

quite, let’s say, particular …

it’s built in a structured risk-

based system, so everything’s 

analyzed from no risk to 

maximum risk,” he says. 

“So it will categorize the AI 

application, which you can 

then associate that maybe 

with how you categorize your 

data so you can get that nice 

alignment.”

Aaron Hand, Chief AI Officer 
at ArcelorMittal
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Second, Chan identifies algorithmic bias as a significant 
regulatory focus area. He notes that regulatory authorities 
increasingly scrutinize how AI systems may perpetuate or 
amplify existing biases through algorithmic operations. 
This observation highlights the growing expectation that 
organizations implement rigorous bias detection and 
mitigation protocols within their AI governance frameworks.

Chan’s assessment illustrates how effective AI governance 
requires integrated oversight mechanisms addressing 
multiple challenges. Data ownership considerations directly 
impact vendor management practices, while both elements 
influence bias mitigation capabilities. This interconnectedness 
necessitates comprehensive governance structures that 
systematically address these multiple risk dimensions rather 
than treating them as isolated compliance requirements.

These multidimensional considerations necessitate 
comprehensive governance frameworks that address 
both technical and organizational dimensions of AI risk 
management. Effective governance structures must 
incorporate regulatory compliance requirements, security 
protocols, and ethical considerations to establish responsible 
AI deployment practices capable of addressing emerging 
challenges while capturing transformative technological 
benefits.

To mitigate AI-related risks, organizations should:

l Implement structured risk-mapping strategies to 
anticipate potential AI vulnerabilities.

l Conduct regular audits and bias assessments to ensure 
compliance.

l Leverage explainable AI (XAI) to enhance transparency 
in AI decision-making.awareness in countering AI-driven 
fraud, emphasizing the need for proactive education and 
behavioral adaptations.

“The clear distinction for me 

between all the different 

acts is the enforcement. “You 

know, companies who are 

not compliant, I think from 

next year or end of this year, 

can be fined up to 7% of their 

annual revenue.”

Aaron Hand, Chief AI Officer 
at ArcelorMittal
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Conclusion
Integrating AI into cybersecurity demands not only technological investment but also a 

commitment to governance, workforce transformation, and continuous adaptation. Effective 

implementation requires clear ROI metrics, overcoming infrastructure challenges, and fostering 

AI literacy across the organization. Proactive risk management is essential to address regulatory 

compliance and security concerns.

AI Adoption Challenges in Cybersecurity - Heatmap
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CHAPTER 5
The Future of AI & Quantum Computing in 
Cybersecurity

Introduction: The Collision of Two 
Transformative Forces
As quantum computing inches closer to practical application, the cybersecurity industry stands at 

a critical crossroads. The immense computational power of quantum systems threatens to unravel 

today’s encryption protocols, while AI is emerging as both a defensive shield and a potential enabler of 

cyber threats.

Experts agree that AI-driven security analytics, quantum-resistant cryptography, and AI’s evolving role 

in cybersecurity defense will define the next frontier. Organizations must prepare for a future where 

AI-powered security solutions mitigate the risks posed by quantum computing—before adversaries 

exploit these advancements.
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The Quantum Threat: 
AI’s Role in Detection 
and Defense
The threat landscape for cryptographic systems 
underwent a fundamental transformation with the 
advancement of quantum computing technologies. 
Once they reached sufficient computational maturity, 
these systems could compromise widely implemented 
encryption standards, including RSA and Elliptic Curve 
Cryptography (ECC). This vulnerability potentially exposed 
protected data to unprecedented decryption capabilities.

Sergio Gago, Managing Director for AI and Quantum 
at Moody’s Analytics, emphasizes the pervasive nature 
of this vulnerability. “Pretty much every single digital 
system that we use today is encrypted by this type of 
asymmetric encryption mechanism,” he says, referring 
to RSA encryption, which secures vast portions of digital 
communication. He explains that quantum computing 
presents a particularly acute risk due to its ability to break 
these encryption protocols:

“As it happens, we have an algorithm, a quantum 
algorithm—it’s called Shor’s algorithm—that’s able to 
find those prime factors exponentially faster, which 
means a sufficiently big enough quantum computer 
will be able to decrypt most of the communications and 
encryption systems that we have today in our digital 
world,” he says. “Pretty much every single digital system 
that we use today is encrypted by this type of asymmetric 
encryption mechanism,” he says, underscoring the 
potential security compromise of financial transaction 
networks, government communication channels, and 
critical infrastructure if quantum systems reach sufficient 
computational power.
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In response to this emerging threat vector, AI applications 
are being explicitly developed for quantum threat 
detection, enabling organizations to identify vulnerabilities 
and implement proactive security strategies before 
quantum systems reach critical capability thresholds. Gago 
explains the concept of “harvest now, decrypt later,” where 
adversaries collect encrypted data today with the intention 
of decrypting it once quantum computing reaches the 
necessary scale.
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Post-Quantum 
Cryptography: The Race 
Against Time 
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Recognizing the impending quantum threat, 
global efforts are underway to develop 
quantum-resistant cryptographic standards. 
The National Institute of Standards and 
Technology (NIST) is leading the way, publishing 
new encryption standards designed to 
withstand quantum attacks. 

These post-quantum cryptographic algorithms 
are designed to be secure even in the face of 
large-scale quantum computing advances. But 
transitioning to new encryption standards is 
no trivial task—it requires a coordinated global 

effort. Organizations must begin migrating 
their security infrastructures before quantum 
computing achieves full-scale viability.

AI is crucial in this transition. Machine 
learning models can identify cryptographic 
vulnerabilities in existing systems and help 
organizations prioritize migration efforts. AI-
enhanced automated security tools can also 
rigorously test post-quantum cryptographic 
algorithms, ensuring they are resilient enough 
to withstand real-world attacks.
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AI-Enhanced Security 
Analytics: Predicting and 
Preventing Quantum 
Threats
The integration of AI into cybersecurity workflows represents 
a paradigm shift in organizational threat detection and 
mitigation capabilities. AI systems demonstrate efficacy in 
processing extensive security telemetry data, enabling the 
identification of complex threat patterns that traditionally 
elude human analysts.

Anton Chuvakin, Security Advisor at Office of the CISO at 
Google Cloud, provided empirical evidence of AI’s operational 
impact. “Some of the Google internal teams published their 
results of using AI for incident reporting and how Gen AI 
saved, I think it was something like 50 or 53% of some time of 
some task.” While some may downplay this as incremental 
rather than transformational, Chuvakin emphasizes that “the 
time savings are very real, and the value is very real.” 

This application highlights AI’s capacity to transform highly 
specialized technical processes that traditionally require 
extensive human expertise and significant time investment. 
Automating complex reverse engineering tasks represents 
a major advancement in security operations, enabling 
faster threat identification and more responsive mitigation 
strategies. While Chuvakin acknowledges that human 
oversight remains necessary to validate AI-generated insights, 
he describes AI’s ability to analyze and contextualize malware 
behavior as “quite magical.”

Beyond malware analysis, generative AI has also 
demonstrated value in converting detection logic from one 
language to another, allowing security teams to streamline 
rule creation and response strategies. Chuvakin categorizes 
AI’s contributions into two key areas:

“Some of the Google 

internal teams published 

their results of using AI for 

incident reporting and how 

Gen AI saved, I think it was 

something like 50 or 53% of 

some time of some task.”

Anton Chuvakin, Security 
Advisor at Office of the CISO 
at Google Cloud

3



Cybersecurity Pulse Report | 48

“There’s a bucket where it helps in an optimizing, supportive, 
auxiliary way… things like report summarization, organizing 
some data, connecting alerts to other alerts, creating a story,” 
he says. “A lot of this is very useful. It’s been proven useful. It’s 
been used by our teams internally. It’s been used with clients. 
But it isn’t a mind-blowing game changer. Then, there’s a 
much smaller bucket where things just went pure magic.”

The use of AI for reverse engineering malware falls into 
this second “pure magic” category, where the technology 
surpasses expectations and dramatically accelerates 
traditionally labor-intensive security tasks.

As AI integration into cybersecurity matures, Chuvakin’s 
insights underscore its potential not only for automation 
but also for fundamentally reshaping how security teams 
approach complex threat analysis and response.

“There’s a bucket where 

it helps in an optimizing, 

supportive, auxiliary 

way… things like report 

summarization, organizing 

some data, connecting alerts 

to other alerts, creating a 

story. A lot of this is very 

useful. It’s been proven useful. 

It’s been used by our teams 

internally. It’s been used with 

clients. But it isn’t a mind-

blowing game changer. 

Then, there’s a much smaller 

bucket where things just 

went pure magic.”

Anton Chuvakin, Security 
Advisor at Office of the CISO 
at Google Cloud
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The Future: A 
Convergence of 
AI, Quantum, and 
Cybersecurity
Looking ahead, AI, quantum computing, and cybersecurity 
are on an inevitable collision course. While cybercriminals 
are increasingly weaponizing AI, defenders are leveraging 
it to outmaneuver emerging threats. The role of AI will 
evolve from basic automation to sophisticated, real-time 
decision-making that augments human analysts.

Gago sees a broader shift toward AI-driven problem-
solving in the quantum realm. “For me, 2025 is the year 
of agents, that is absolutely clear,” Gago says. “When AI 
systems with very specific skills start solving problems, 
not just answering questions, and then even working with 
other agents at the same time.”

Though large-scale quantum attacks may still be a decade 
away, experts warn that organizations must act now. 
Those who delay preparing for the quantum era will find 
themselves defenseless when the technology matures.

The future of cybersecurity will be defined by the ongoing 
battle between AI-powered defenses and AI-driven threats, 
requiring continuous innovation. By integrating human 
expertise with AI capabilities and preparing for quantum-
resistant encryption, enterprises can strengthen their 
resilience against next-generation cyber risks.

“For me, 2025 is the year of 

agents, that is absolutely 

clear. When AI systems 

with very specific skills start 

solving problems, not just 

answering questions, and 

then even working with other 

agents at the same time.”

Sergio Gago, Managing 
Director for AI and Quantum 
at Moody’s Analytics
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Conclusion
Looking Ahead: Cybersecurity Implications of AI in 
2025 & Beyond
AI has permanently changed the cybersecurity landscape, creating unique challenges and 
powerful new defensive capabilities. As this Pulse Report has illustrated, organizations face a 
complex balancing act between harnessing AI’s potential and mitigating its risks.

Success in this new era requires a multifaceted approach:

l Enhancing Defensive Capabilities: Organizations must leverage AI to automate threat 
detection, accelerate incident response, and enable predictive security analytics that can 
anticipate emerging threats.

l	Implementing Robust Governance: Structured AI governance frameworks, ethical guidelines, 
and risk management strategies are essential to ensure responsible AI deployment.

l	Strengthening Identity Security: As deepfakes and synthetic identities proliferate, organizations 
must implement AI-enhanced authentication while maintaining human oversight.

l	Preparing for Quantum Disruption: Quantum computing and AI convergence demands 
immediate preparation, including adopting quantum-resistant cryptography.

l	Building Organizational Readiness: Successful AI adoption requires clear ROI metrics, 
infrastructure modernization, workforce development, and cultural transformation.

The ultimate winner in the AI cybersecurity race will not be determined by technology alone but 
by how effectively organizations integrate human expertise with AI capabilities. 

“Cybersecurity’s future hinges on organizations that can blend AI speed and accuracy with human 
guidance and strategy,” says Tim Morris.

By embracing this collaborative approach, organizations can navigate the complex intersection of 
AI and cybersecurity, ensuring security and resilience in an increasingly AI-driven world.

“Cybersecurity’s future hinges on organizations that can blend AI speed and 

accuracy with human guidance and strategy.”

Tim Morris, Chief Security Advisor at Tanium
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